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onsider a de�nition of the belief revision prob-lem that 
onsists in removing a 
ontradi
tion froman extended logi
 program [9, 1, 2℄ by modifying thetruth value of a sele
ted set of literals 
alled revis-ables. The program 
ontains as well 
lauses withfalse (?) in the head, representing integrity 
on-straints. Any model of the program must ensurethat the body of integrity 
onstraints be false forthe program to be non-
ontradi
tory. Contradi
tionmay also arise in an extended logi
 program whenboth a literal L and its opposite :L are obtainablein the model of the program. Su
h a problem hasbeen widely studied in the literature, and various so-lutions have been proposed [3, 5℄ that are based onabdu
tive logi
 proof pro
edures.The system performs belief revision in a so
ietyof logi
-based agents, by means of a (distributed)geneti
 algorithm. The problem 
an be modeled bymeans of a geneti
 algorithm, by assigning to ea
hrevisable of a logi
 program a gene in a 
hromosome.In the 
ase of a two-valued revision, the gene willhave the value 1 if the 
orresponding revisable is trueand the value 0 if the revisable is false. The �tnessfun
tion that is used in this 
ase is represented inpart by the per
entage of integrity 
onstraints thatare satis�ed by a 
hromosome.Ea
h agent keeps a population of 
hromosomesand �nds a solution to the revision problem by meansof a geneti
 algorithm. We 
onsider a formulation ofthe multi-agent revision problem where ea
h agenthas the same set of revisables and the same pro-gram, but is subje
ted to possibly di�erent observa-tions and 
onstraints. Observations and 
onstraintsmay vary over time, and 
an di�er from agent toagent be
ause agents may explore di�erent regionsof the world. Ea
h agent by itself lo
ally performsa geneti
 sear
h in the spa
e of possible revisionsof its knowledge, and ex
hanges geneti
 information

by 
rossing its revisable 
hromosomes with those ofother agents. In this way, we a
hieve distribution inbelief revision sin
e 
hromosomes 
oming from dif-ferent agents, through 
rossover, 
ontribute to solvethe problem.In the geneti
 algorithm we also exploit 
ompu-tational logi
 te
hniques: the algorithm 
omprisesa Lamar
kian operator that di�ers from a Dar-winian mutation operator be
ause, instead of ran-domly modifying the genes, it modi�es them in orderto improve the �tness of the 
hromosome. Genes thatare modi�ed by this operator are also 
alled \memes"[4℄. The Lamar
kian operator modi�es the memes bymeans of a (logi
-based) pro
edure inspired by [10℄:the logi
al derivations leading to the in
onsisten
yof belief are tra
ed so as to remove these derivations'support on the meme 
oded assumptions, e�e
tivelyby mutating the latter. In our algorithm, therefore,
omputational logi
 is used in order to �nd good re-visions that are then distributed by means of the
rossover geneti
 operator. A 
omplete des
riptionof the algorithm 
an be found in [6, 8, 7℄.We have performed experiments 
omparing theevolution in beliefs of a single agent informed of thewhole of knowledge, to that of a so
iety of agents,ea
h agent a

essing only part of the knowledge. Theexperiments have been performed on problems ofmodel based diagnosis, a natural domain in whi
h be-lief revision te
hniques apply [5℄, and on the n-queenproblem. In spite that the distribution of knowledgein
reases the diÆ
ulty of the problem, experimentalresults show that the solutions found in the multi-agent 
ase are 
omparable in terms of a

ura
y tothose obtained in the single agent 
ase. Moreover, wehave seen that the adoption of 
omputational logi
methods in a geneti
 algorithm provides an improve-ment over purely geneti
 approa
hes. The results ofthe experiments 
an be found in [6, 8, 7℄.1



The system is written in Si
stus Prolog. The sys-tem simulates the behaviour of a multi-agent systemby keeping a separate population for ea
h agent andby interleaving the appli
ation of geneti
 operatorsto the population of ea
h agent. In order to returna single solution also for the multi-agent 
ase, at theend of the 
omputation the system 
onsiders the so-lutions found by ea
h agent and 
omputes the �tnessfor them by 
onsidering the integrity 
onstraints inall agents (global �tness). Then, the 
hromosomewith the highest global �tness is returned as the so-lution for the global belief revision problem.The system allows the tuning of a number of pa-rameters: the number of individuals in ea
h agent,the maximum number of generations, the per
entageof individuals to be sele
ted, the per
entage of indi-viduals to be mutated, the per
entage of individualsto be 
rossed over, the per
entage of individuals tobe mutated Lamar
kianly, the type of �tness fun
-tion to be used (either a

ura
y or a hybrid fun
tion,see [7℄ for details) and the type of sele
tion operator(it 
an sele
t 
hromosomes probabilisti
ally from thepopulation on the basis of the �tness fun
tion or se-le
t the best n 
hromosomes).The Prolog 
ode of the system, the in-stru
tions for its use and some exam-ples of input �les and 
an be found athttp://lia.deis.unibo.it/Software/gbr/.1 A
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