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Abstract. Logic Programs with Annotated Disjunctions (LPADs) pro-
vide a simple and elegant framework for integrating probabilistic reason-
ing and logic programming. In this paper we propose an algorithm for
learning LPADs. The learning problem we consider consists in starting
from a sets of interpretations annotated with their probability and find-
ing one (or more) LPAD that assign to each interpretation the associated
probability. The learning algorithm first finds all the disjunctive clauses
that are true in all interpretations, then it assigns to each disjunct in
the head a probability and finally decides how to combine the clauses
to form an LPAD by solving a constraint satisfaction problem. We show
that the learning algorithm is correct and complete.

1 Introduction

There has been recently a growing interest in the field of probabilistic logic pro-
gramming: a number of works have appeared that combine logic programming or
relational representations with probabilistic reasoning. Among these works, we
cite: Probabilistic Logic Programs [14], Bayesian Logic Programs [9,10], Prob-
abilistic Relational Models [7], Context-sensitive Probabilistic Knowledge Bases
[15], Independent Choice Logic (ICL) [17] and Stochastic Logic Programs [13,
3.

One of the most recent approaches is Logic Programs with Annotated Dis-
junctions (LPADs) presented in [22, 21]. In this approach, the clauses of an LPAD
can have a disjunction in the head and each disjunct is annotated with a prob-
ability. The sum of the probabilities for all the disjuncts in the head of a clause
must be one. Clauses with disjunction in the head express a form of uncertain
knowledge, for example the clause

heads(Coin) V tails(Coin) « toss(Coin)

expresses the fact that, if a coin is tossed, it can land on heads or tails but
we don’t know which. By annotating the disjuncts with a probability, we can
express probabilistic knowledge that we have regarding the facts in the head, for
example the clause

(heads(Coin) : 0.5) V (tails(Coin) : 0.5) < toss(Coin), ~biased(Coin)



expresses the fact that, if the coin is not biased, it has equal probability of
landing on heads or on tails.

The semantics of LPADs is given in terms of a function 7} that, given an
LPAD P, assigns a probability to each interpretation that is a subset of the
Herbrand Base of P. Moreover, given the function 7}, a probability function for
formulas can be defined.

This formalism is interesting for the intuitive reading of its formulae that
makes the writing of LPADs simpler than other formalisms. Moreover, also the
semantics is simple and elegant. The formalism that is closest to LPADs is
ICL: in fact, in [21] the authors show that ICL programs can be translated into
LPADs and acyclic LPADs can be translated into ICL programs. Therefore, ICL
programs are equivalent to a large class of LPADs. However, ICL is more suited
for representing problems where we must infer causes from effects, like diagnosis
or theory revision problems, while LPADs are more suited for reasoning on the
effects of certain actions.

In this paper we propose the algorithm LLPAD (Learning LPADs) that learns
a large subclass of LPADs. We consider a learning problem where we are given a
set of interpretations together with their probabilities and a language bias and
we want to find an LPAD that assigns to each input interpretation its probability
according to the semantics.

LLPAD is able to learn LPADs that are sound and such that a couple of
clauses sharing a disjunct have mutually exclusive bodies, i. e., bodies that are
never both true in an interpretation I that has a non-zero probability.

LLPAD exploits techniques from the learning from interpretations setting: it
searches first for the definite clauses that are true in all the input interpretations
and are true in a non-trivial way in at least one interpretation, i. e., they have
the body true in the interpretation, and then it searches for disjunctive clauses
that are true in all the input interpretations, are non-trivially true in at least
one interpretations and have mutually exclusive disjuncts in the head. Once the
disjunctive clauses have been found, the probability of each disjunct in the head
is computed.

Finally, we must decide which of the found clauses belong to the target pro-
gram. To this purpose, we assign to each annotated disjunctive clause a Boolean
variable that represents the presence or absence of the clause in a solution. Then,
for each input interpretation, we impose a constraint over the variables of the
clauses that have the body true in the interpretation. The constraint is based on
the semantics of LPADs and ensures that the probability assigned to the inter-
pretation by the final program is the one given as input for that interpretation.

The paper is organized as follows. In section 2 we provide some preliminary
notions regarding LPADs together with the semantics of LPADs as given in [22].
In section 3 we discuss two properties of LPADs that are exploited by LLPAD.
In section 4 we introduce the learning problem we have defined and we describe
LLPAD. In section 5 we discuss related works and finally in section 6 we conclude
and present directions for future work.



2 LPADs

2.1 Preliminaries

A disjunctive logic program [12] is a set of disjunctive clauses. A disjunctive
clause is a formula of the form

hiVhayV...Vh,+bi,by, ... by

where h; are logical atoms and b; are logical literals. The disjunction hy V hy V
...V hy, is called the head of the clause and the conjunction by A by A ... A by,
is the called the body. Let us define the two functions head(c) and body(c) that,
given a disjunctive clause ¢, return respectively the head and the body of c. In
some cases, we will use the functions head(c) and body(c) to denote the set of
the atoms in the head or of the literals of the body respectively. The meaning
of head(c) and body(c) will be clear from the context.

The Herbrand base Hp(P) of a disjunctive logic program P is the set of all
the atoms constructed with the predicate, constant and functor symbols appear-
ing in P. A Herbrand interpretation is a subset of Hp(P). Let us denote the
set of all Herbrand interpretations by Zp. In this paper we will consider only
Herbrand interpretations and in the following we will drop the word Herbrand.
A disjunctive clause c is true in an interpretation I if for all grounding substi-
tution @ of ¢: body(c)d C I — head(c)d NI # (. As was observed by [4], the
truth of a clause ¢ in an interpretation I can be tested by running the query
? — body(c), not head(c) on a database containing I. If the query succeeds c is
false in I. If the query finitely fails ¢ is true in I. A clause ¢ #-subsumes a clause d
if and only if there exists a substitution 6 such that cf C d and we write ¢ >y d.

A Logic Program with Annotated Disjunctions consists of a set of formulas
of the form

(hlZpl)\/(hgng)\/...\/(hntpn)<—b17b2,...bm

called annotated disjunctive clauses. In such a clause the h; are logical atoms,
the b; are logical literals and the p; are real numbers in the interval [0, 1] such
that Y1, p; = 1. For a clause ¢ of the form above, we define head(c) as the set
{(h; : p;)|1 <i < n} and body(c) as the set {b;|1 < i < m}. If head(c) contains a
single element (a : 1) we will simply denote the head as a. The set of all ground
LPAD defined over a first order alphabet is denoted by Pg.

Let us see an example of LPAD taken from [22].

(heads(Coin) : 0.5) V (tails(Coin) : 0.5) « toss(Coin), ~biased(Coin).
(heads(Coin) : 0.6) V (tails(Coin) : 0.4) « toss(Coin), biased(Coin).
(fair(Coin) : 0.9) V (biased(Coin) : 0.1).

toss(Coin).



2.2 Semantics of LPADs

The semantics of an LPAD was given in [22]. We report it here for the sake
of completeness. It is given in terms of its grounding. Therefore we restrict our
attention to ground LPADs, i.e., LPADs belonging to Pg. For example, the
grounding of the LPAD given in the previous section is

(heads(coin) : 0.5) V (tails(coin) : 0.5) « toss(coin), ~biased(coin).
(heads(coin) : 0.6) V (tails(coin) : 0.4) « toss(coin), biased(coin).
(fair(coin) : 0.9) V (biased(coin) : 0.1).
toss(coin).
Each annotated disjunctive clause represents a probabilistic choice between a
number of non-disjunctive clauses. By choosing a head for each clause of an

LPAD we get a normal logic program called an instance of the LPAD. For
example, the LPAD above has 2-2-2 -1 = 8 possible instances one of which is

heads(coin) < toss(coin), —biased(coin).
heads(coin) < toss(coin), biased(coin).
fair(coin).

toss(coin).

A probability is assigned to all instances by assuming independence between the
choices made for each clause. Therefore, the probability of the instance above is
0.5-06-09-1=0.27.

An instance is identified by means of a selection function.

Definition 1 (Selection function). Let P be a program in Pg. A selection o
is a function which selects one pair (h : &) from each rule of P, i.e. o0 : P —
(Hp(P) x [0,1]) such that, for each r in P, o(r) € head(r). For each rule r,
we denote the atom h selected from this rule by ourom(r) and the probability o
selected by oprob(r). Furthermore, we denote the set of all selections o by Sp.

Let us now give the formal definition of an instance.

Definition 2 (Instance). Let P be a program in Pg and o a selection in Sp.
The instance P, chosen by o is obtained by keeping only the atom selected for r
in the head of each rule r € P, i.e. Py = { “0atom (1) < body(r)”|r € P}.

We now assign a probability to a selection function o and therefore also to the
associated program P,.

Definition 3 (Probability of a selection). Let P be a program in Pg. The
probability of a selection o in Sp is the product of the the probability of the
individual choices made by that selection, i.e.

Co - H O-prob(r)

reP



The instances of an LPAD P are normal logic program. Their semantics can be
given by any of the semantics defined for normal logic programs (e.g. Clark’s
completion [2], Fitting semantics [5], stable models [6], well founded semantics
[20]). In this paper we will consider only the well founded semantics, the most
skeptical one. Since in LPAD the uncertainty is modeled by means of the anno-
tated disjunctions, the instances of an LPAD should contain no uncertainty, i.e.
they should have a single two-valued model. Therefore, given an instance P,, its
semantics is given by its well founded model WFM (P,) and we require that it
is two-valued.

Definition 4 (Sound LPAD). An LPAD P is called sound iff for each selec-
tion o in Sp, the well founded model WFM (P,) of the program P, chosen by
o is two-valued.

For example, if the LPAD is acyclic (meaning that all its instances are acyclic)
then the LPAD is sound. We denote with P, |=w ey F the fact that the formula
F' is true in the well founded model of P,.

We now define the probability of interpretations.

Definition 5 (Probability of an interpretation). Let P be a sound LPAD
in Pg. For each of its interpretations I in Ip, the probability n5(I) assigned by
P to I is the sum of the probabilities of all selections which lead to I, i.e. with
S(I) being the set of all selection o for which WFM(P,) =1:

)= Y C,

oceS(I)

For example, consider the interpretation {toss(coin), fair(coin), heads(coin)}.
This interpretation is the well founded model of two instance of the example
LPAD, one is the instance shown above and the other is the instance:

heads(coin) «— toss(coin), —biased(coin).
tails(coin) «— toss(coin), biased(coin).
fair(coin).

toss(coin).

The probability of this instance is 0.5-0.4-0.9-1 = 0.18. Therefore, the probability
of the interpretation above is 0.5-0.4-0.9-140.5-0.6-0.9-1 = 0.5-(0.44-0.6)-0.9-1 =
0.45.

3 Properties of LPADs

We now give a definition and two theorems that will be useful in the following.

The first theorem states that, under certain conditions, the probabilities of
the head disjuncts of a rule can be computed from the probabilities of the in-
terpretations. In particular, the probability of a disjunct h; is given by the sum



of the probabilities of interpretations where the body of the clause and h; are
true divided by the sum of the probabilities of interpretations where the body
is true.

The second theorem states that, given an interpretation, under certain condi-
tions, all the selection o in the set S(I) agree on all the rules with the body true
and that the probability of I can be computed by multiplying the probabilities
of the head disjuncts selected by a o € S(I) for all the clauses with the body
true.

Definition 6 (Mutually exclusive bodies). Clauses Hy < By and Hy < Bs
have mutually exclusive bodies over a set of interpretations J if, VI € J, By and
By are not both true in I.

Theorem 1. Consider a sound LPAD P and a clause ¢ € P of the form
c=hy:p1Vhy:poV...hy :pm «— B.

Suppose you are given the function 75 and suppose that all the couples of clauses
of P that share an atom in the head have mutually exclusive bodies over the set
of interpretations J = {I|r%(I) > 0}. The probabilities p; can be computed with
the following formula:

. Zlezp,u:B,m mp(1)

Di = "
ZIGIP,IFB mp (1)

Proof. Let us first expand the numerator:

Yoo o m= > Y [ owal)

I€Tp,I=B,h; I€JI=B,h; c€S(I) rEP

A selection o such that WFM(P,) = I for an I such that I = B, h; is
a selection such that P, Ewpra B, h;. Therefore the above expression can be

written as
> [ o)

ceT reP

where T' = {0|P, Ewrm B, h;}. Since clause ¢ has a mutually exclusive body
over the set of interpretations J with all the other clauses of P that contain h;
in the head, the truth of h; in P, can be obtained only if o(c) = (h; : p;) for all
o € T, therefore the numerator becomes

Zpi H Jprob(r):piz H Tprob(T)

oc€T reP\{c} o€T reP\{c}

Let us expand the denominator in a similar way

Yo )= 1 opran(r)

I€Zp,I=B ceEQreprP



where @ = {0|P, Ewrwm B}. Clause ¢ expresses the fact that, if B is true, then
either hy, ho, ... or h,, is true, i.e., these cases are exhaustive. Moreover, they
are also exhaustive. Therefore we can write ) in the following way:

Q =A{o|P; Ewrm B,hi} U{o|P; =wrm B,ha} U...U{0|Ps; Ewrm B, hin}

Let Qj = {O’|PU |:WFM B,hj}7 then Qj NQr=0forall j,k=1,...m,j # k.

Since clause ¢ has a mutually exclusive body over the set of interpretations
J with all the other clauses of P, the truth of h; in P, can be obtained only if
o(c) = hj : p; for all o € Q;, therefore the denominator becomes

DI | 0

oceQ; reP\{c}

m

j=

Given a selection o in T, consider a selection 0% that differs from o7 only
over clause ¢, i.e., a7 (¢) = (h; : p;) while 09 (c) = (h; : p;). From P,r Ewry B
follows that P q, Ewrym B because B can not depend on the truth of literal
h; since otherwise there would be a loop and B would not be true in the well-
founded model of P,r. From P o, Fwra B follows that P o, Fwrm B, h;
because B can not depend on —h; since otherwise there would be a loop through
negation and the LPAD P would not be sound, in contradiction with the hypoth-
esis. Therefore 0% is in Q;. The same reasoning can be applied in the opposite
direction. As a consequence

Z H Oprob (r) = Z H Oprob (’f’)

o€T reP\{c} o€Q; reP\{c}
for all j =1,...,m. Thus, the fraction becomes
pi ZaeT HT‘EP\{C} Tprob(T)
(Z;n:l Pj) dier HT'EP\{C} Tprob(r)

=D

O

Theorem 2. Consider an interpretation I and an LPAD P such that all the
couples of clauses that share an atom in the head have mutually exclusive bodies
with respect to the set of interpretations {I}. Then all the selection o € S(I)
agree on the clauses with body true in I and

= 1 owal)

reP,I=body(r)
where o is any element of S(I).

Proof. We prove the theorem by induction on the number n of clauses with the
body false in I.

Case n = 0. For each atom A € I, there is only one clause ¢ that has it in
the head for the assumption of mutual exclusion. Therefore, for A to be in I, o



must select atom A for clause c. Moreover, all the clauses have the body true,
therefore for each clause one atom in the head must be in I. Therefore there is
a single o in S(I) and the theorem holds.

We assume that the theorem holds for a program P"~! with n — 1 clauses
with the body false in I. We have to prove that the theorem holds for a program
P" obtained from P! by adding a clause r,, with the body false. Suppose that
the r, is

h1 Ipl\/hg pQ\/\/hmpmHB
Let S,—1(I) (Sn(I)) be the set of all selections o such that WFM(P?~1) =T
(WEM (P2 = I)). Moreover, let S,_1(I) be {o!,02,...,0"}.

Since B is false in I, any head disjunct in r, can be selected and r,, will be
true anyway in I. Therefore, for each o € S,,_1(I), there are m o7 in S, (I).
Each 0% agrees with o? on all the rules of P"~!. 6% extends o by selecting
the jth disjunct in clause ry, i.e 0% (r,) = (h; : pj). We can write:

D)= Y T owalr) =

ceS,(I)repPm

= Z H O'prob(r)aprob(rn) =

ceS,(I)repn—1

H aprob p1+ H Uprob( p2+ ...+ H Up'rob m T+

repn—1 repn—1 repn—1
+ .
¢ IT o T obaem o I1 ke
reprn—1 reprn—1 repn—1
= < H Uprob + H Uprob -+ H Uprob >
repn—1 repn—1 repn—1
+ ...
+Pm< II oo+ I ophm o+ I ot )
repn—1 repn—1 repn—1

: i.j i _ i
Since 0" extends o only on clause 7, then ], c pn—1 apmb( 1) =[1,epn-10p0p(T)-
Therefore

T (1) = (p1 +p2 + ... 4 pm) X

><< H azl;mb(r)—k H U;%T-ob(r)+~--+ H O'I;mb(r)>:

repn—1 repn—1 repn—1

Y. I owa®

c€Sn_1(I) repn—1

which, for the hypothesis for n — 1, becomes

H Oprob (T)

reP™, Il=body(r)



O

The hypothesis of mutual exclusion of the bodies is fundamental for this theorem
to hold. In fact, consider the following example:

Plza:al\/b:bl.
a:azxVb:by.

Then W}l({a, b}) = a1bs + asb;.

One may think that is enough to have mutually exclusive bodies only when
two clauses have the same disjunct in the head. But this is not true as the
following example shows:

Po=a:a1Vb:b1Vec:c.
a:aaVce:caVd:ds.
a:az3Vb:b3Vvd:ds.

Then 7, ({a,b,c}) = aicobs + bicaas + crasgbs.

4 Learning LPADs

We consider a learning problem of the following form:
Given:

— a set F of examples that are couples (I, Pr(I)) where I is an interpretation
and Pr(I) is its associated probability
— a space of possible LPAD S (described by a language bias LB)

Find:
— an LPAD P € S such that V(I, Pr(I)) € E np(I) = Pr(I)

Instead of a set of couples (I, Pr(I)), the input of the learning problem can be a
multiset E’ of interpretations. From this case we can obtain a learning problem
of the form above by computing a probability for each interpretation in E’. The
probability can be computed in the obvious way, by dividing the number of
occurrences of the interpretation by the total number of interpretations in E’.

Before discussing the learning algorithm, let us first provide some prelimi-
naries.

Definition 7 (Clause non-trivially true in an interpretation (adapted
from [4])). A clause ¢ is non-trivially true in an interpretation I if c is true
in I and there exist at least one grounding substitution 0 of ¢ such that both

body(c)0 and head(c)d are true in I.

Definition 8 (Refinement of a body). The refinement of a body B of a
clause is a body B’ such that B >4 B’ and there does not exist a body B" such
that B >¢ B" and B" >4 B’'.



Refining the body of a clause ¢ can make ¢ non-trivially true in less interpreta-
tions.

Definition 9 (Refinement of a head). The refinement of a head H of a
clause s a head H' such that H' >¢ H and there does not exist a head H" such
that H >¢ H" and H" >¢ H.

Definition 10 (Mutually exclusive disjuncts). The disjuncts in the head of
a clause are mutually exclusive with respect to a set of interpretations J if there
is no interpretation I € J such that two or more disjuncts are true in I.

Let us suppose that the language bias LB is given in the form of set of couples
(ALH, ALB) where ALH is the set of literals allowed in the head and ALB is
the set of literals allowed in the body.

The algorithm (see figure 1) proceeds in three stages. In the first, it searches
for all the definite clauses allowed by the language bias

— that are true in all interpretations,
— that are non-trivially true in at least one interpretation.

The reason for searching separately for definite clauses will be explained in the
following.

In the second stage, the algorithm searches for all the non-annotated disjunc-
tive clauses allowed by the language bias

— that are true in all interpretations,
— that are non-trivially true in at least one interpretation,
— whose disjuncts in the head are mutually exclusive.

When it finds one such clause, it annotates the head disjuncts with a probability.

In the third stage, a constraint satisfaction problem is solved in order to find
subsets of the annotated disjunctive clauses that form programs that assign to
each interpretation the associated probability.

The search for clauses in the first stage is repeated for each couple (ALH,
ALB) in LB. For each literal L in ALH, a search is started from clause L «—
true (function Search_Definite, not shown for brevity). The body is refined until
it is true in O interpretations, in which case the search stops, or in the case where
the head is true in all the interpretations in which the body is true, in which
case the clause is returned.

The search for clauses in the second stage is repeated for each couple (ALH,
ALB) in LB. The search is performed by first searching breadth-first for bodies
that are true in at least one interpretation (function Search_Body, see figure 2).
Every time a body is true in at least one interpretation, the algorithm searches
breadth-first for all the heads that are true in the interpretations where the body
is true (set FB) and whose disjuncts are mutually exclusive with respect to EB
(function Search_Head, see figure 3).

Search_Body is initially called with a body equal to true. Since such a body is
true in all interpretations, the function Search_Head is called with an initial head



Head containing all the literals allowed by the bias (ALH). The clauses returned
by Search_Head are then added to the current set of clauses and Search_Body is
called recursively over all the refinements of true. This is done because different
bodies may have different heads.

In Search_Head the head is tested to find out the interpretations of EB
where the head is true. If the head is not true in all the interpretations of EB,
the search is stopped and the empty set of clauses is returned because there
is no way to refine the head in order to make the clause true. Instead, if the
head is true in all the interpretations of EB, Head is tested to see whether the
disjuncts are mutually exclusive. If so, the head disjuncts that are false in all the
interpretations are removed, the probabilities of the remaining head disjuncts are
computed and the clause is returned by Search_Head. If the disjuncts are not
mutually exclusive, all the refinements of Head are considered and Search_Head
is called recursively on each of them.

The probabilities of the disjuncts in the head are computed according to
theorem 1: the probability of a disjunct is given by the sum of the probabilities
of the interpretations in E'B where the disjunct is true divided by the sum of
probabilities of the interpretations in £B. The function Compute_Probabilities
takes a disjunction of atoms and returns an annotated disjunction.

Ezample 1. Consider the coin problem presented in section 2.1. The set of cou-
ples (I, Pr(I)) is:

I = {heads(coin), toss(coin), fair(coin)} Pr(I,) =045
Iy = {tails(coin),toss(coin), fair(coin)} Pr(ly) =045
Is = {heads(coin), toss(coin), biased(coin)} Pr(I3) =0.06
I, = {tails(coin), toss(coin), biased(coin)} Pr(ly) =0.04

Given the above set E and the language bias LB = {({heads(coin), tails(coin),
toss(coin), biased(coin), fair(coin)}, {toss(coin), biased(coin), fair(coin)})}, the
algorithm generates the following definite clause:

dy = toss.
and the following set of annotated disjunctive clauses SC"

¢1 = biased(coin) : 0.1V fair(coin) : 0.9.

co = heads(coin) : 0.51 V tails(coin) : 0.49.

cg = biased(coin) : 0.1V fair(coin) : 0.9 «— toss(coin).

¢4 = heads(coin) : 0.51 V tails(coin) : 0.49 « toss(coin).

: 0.6 V tails(coin) : 0.4 — toss(coin), biased(coin).
0.5V tails(coin) : 0.5 « toss(coin), fair(coin).

coin) : 0.6 V tails(coin) : 0.4 — biased(coin).

: (

0.5V tails(coin) : 0.5 « fair(coin).

)

c¢ = heads(coin)
)

coin)

(

(

(coi

(
In the third stage, we have to partition the found disjunctive clauses in

subsets that are solutions of the learning problem. This is done by assigning to



function LLPAD(
inputs : E : set of couples (I, Pr(I)),
A language bias LB in the form of a set of couples (ALH, ALB),
where ALH is a list of literals allowed in the head,
and ALB is a list of literals allowed in the body)
returns : SP : a set of learned LPAD

SD:=10
ES :={(0,1)|(I,Pr(I)) € E}
ES":={(0,I,Pr(I))|(I,Pr(I)) € E}
for all couples (ALH, ALB) do
for all literals L in ALH
SD := SDUSearch_Definite(ALB, L < true,ES)

end for
end for
SC:=10
for all couples (ALH, ALB) do
Body :=true
SC := SCUSearch_Body(ALH, ALB, Body, ES’)
end for

for all ¢; € SC
assert the constraint z; € [0, 1]
end for
for all couples (c;, ¢;) of clauses of SC
if ¢; and ¢; do not have mutually exclusive bodies over
the set of interpretations F then
assert the constraint z; + x; <1
end if
end for
for all couples (I, Pr(I)) € E
assert the following constraint
ZciGSC(I) x;logp; = log Pr(I)
where SC(I) is the set of clauses of SC' whose body is
true in I and p; is the probability associated with
the head disjunct of ¢; that is true in [
end for
SP:=0
for all solutions of the resulting CSP
let P be the LPAD that contains all the clauses ¢; for which

XT; = 1
SP:=SPU{PUSD}
end for
return SP

Fig. 1. Function LLPAD




function Search_Body/(
inputs : ALH : set of literals allowed in the head,
ALB : set of literals allowed in the body,
Body : current body,
E: set of triples (O, 1, Pr(I)))
returns : SC : a set of disjunctive clauses

SC =10
Test Body over E
let EB be a set containing elements of the form (©, I, Pr(I)) where I is
an interpretation where Body is true and O is the set of substitutions with
which Body is true in 1
if Body is true in 0 interpretations then
return )
else
Head := ALH
SC := SCUSearch_Head(ALH, Head, Body, EB)
for all refinements Body' of Body
SC := SCUSearch_Body(ALH, ALB, Body', EB)
end for
end if
return SC

Fig. 2. Function Search_Body

each clause ¢; found in the second stage a variable x; that is 0 if the clause is
absent from a solution P and is 1 if the clause is present in a solution. Then
we must ensure that the couples of clauses that share a literal in the head have
mutually exclusive bodies over the set of interpretations F. This is achieved by
testing, for each couple of clauses, if they share a literal in the head and, if so,
if the intersections of the two sets of interpretations where their body is true
is non-empty. In this case, we must ensure that the two clauses are not both
included in a solution. To this purpose, we assert the constraint x; + z; < 1 for
all such couples of clauses (¢;,¢;j). Finally we must ensure that P assigns the
correct probability to each interpretation. For each interpretation we thus have
the constraint:
[ »i=pr)

ci€SC(I)

where SC(I) is the subset of SC of all the disjunctive clauses whose body is
true in I and p; is the probability of the single head of ¢; that is true in I. This
constraint is based on theorem 2.

The definite clauses are not considered in the constraints because they would
contribute only with a factor 1% that has no effect on the constraint for any
value of ;. Therefore, for each assignment of the other variables, x; can be either
0 or 1. This is the reason why we have learned the definite clauses separately.



function Search_Head(
inputs : ALH : set of literals allowed in the head,
Head : current head,
Body : current body,
E: set of triples (0,1, Pr(I)))
returns : SC : a set of disjunctive clauses

SC:=10
if Head and Body share one or more literals then
% the clause is a tautology
for all refinements Head' of Head
SC := SCUSearch_Head(ALH, Head', Body, E)
end for
return SC
else
test Head over
if, for all (6,1, Pr(I)) € E, Head is true in I with every substitution § € ©
then
if the disjuncts are mutually exclusive then
% a good clause has been found
obtain Head' by removing from Head all the literals that are
false in all the interpretations
Head" :=Compute_Probabilities(Head', Body, EB)
return {Head" «— Body}
else
% Head has to be refined
for all refinements Head' of Head
SC := SCUSearch_Head(ALH, Head', Body, E)
end for
return SC
end if
else
% Head is false in some interpretations
return )
end if
end if

Fig. 3. Function Search_Head




If we take the logarithm of both members we get the following linear con-
straint:
Z z; logp; = log Pr(I)
¢ €SC(I)

We can thus find the solutions of the learning problem by solving the above
constraint satisfaction problem.

Even if the variables have finite domains, it is not possible to use a CLP(FD)
solver because the coefficients of the linear equations are irrational. Therefore
we solve a relaxation of the above problem where the variables are real numbers
belonging to the interval [0, 1].

Ezample 2 (Continuation of example 1). In the third stage, we use the CLP(R)
solver [8] of Sicstus Prolog and we obtain the following answer:

33220,33420,$1 21—.733,.13521—.737,.136:1—.738

meaning that co and ¢4 are absent, if ¢; is present c3 must be absent and vicev-
ersa, if c5 is present ¢y must be absent and viceversa and if ¢g is present cg must
be absent and viceversa. By labeling the variables in all possible ways we get
eight solutions, which is exactly the number that can be obtained by considering
the three double choices. The original program is among the eight solutions.

We now show that the algorithm is correct and complete.

The algorithm is correct because all the disjunctive clauses that are found
are true in all the interpretations, are non-trivially true in at at least one inter-
pretation and have mutually exclusive disjuncts in the head. The probabilities
of the head literals are correct because of theorem 1 and a solution of the con-
straint satisfaction problem is a program for which clauses which share a literal
have mutually exclusive bodies for all the interpretations in £ and that assigns
to each interpretation in E the correct probability because of theorem 2.

The algorithm is also complete, i.e. if there is an LPAD in the language bias
that satisfies the above conditions, then LLPAD will find it, since it searches the
space of possible clauses in a breadth first way.

The algorithm can be made heuristic by relaxing some of the constraints
imposed: for example, we can require that the clauses must be non-trivially true
in more than one interpretation. In this way, we can prune a clause as soon as
its bodies is true in less than the minimum number of interpretations. However,
in this case the constraint satisfaction problem must not be solved in an exact
way but rather in an approximate way.

5 Related Works

To the best of our knowledge, this paper is the first published attempt to learn
LPADs. Therefore, the only works related to ours are those that deal with the
learning of other forms of probabilistic models.



In [21] the authors compare LPAD with Bayesian Logic Programs (BLP) [9,
10]. They show that every BLP can be expressed as an LPAD with a semantics
that matches that of the BLP. Moreover, they also show that a large subset of
LPADs can be translated into BLPs in a way that preserves the semantics of
the LPADs. Such a subset is the set of all ground LPADs that are acyclic and
where each ground atom depends only on a finite number of atoms. Therefore,
the techniques developed in [11] for learning BLPs can be used for learning this
class of LPADs as well. However, the technique proposed in this paper are not
based on a greedy algorithm as that in [11], therefore it should be less likely to
incur in a local maxima.

In [7] the authors propose a formalism called Probabilistic Relational Models
(PRM) that extends the formalism of Bayesian networks to be able to model
domains that are described by a multi-table relational database. Each attribute
of a table is considered as a random variable and its set of parents can contain
other attributes of the same table or attributes of other tables connected to the
attribute table by foreign key connections. The relationship between PRM and
LPADs is not clear. For sure they have a non empty intersection: the PRM that
do not contain attributes that depend on aggregate functions of attributes of
other tables can be expressed as LPADs. Moreover, LPADs are not a subset
of PRM since they can express partial knowledge regarding the dependence of
an attribute from other attributes, in the sense that with LPADs it is possible
to specify only a part of a conditional probability table. Therefore the learning
techniques developed in [7] can not be used in substitution of the techniques
proposed in this paper.

[1] and [18] propose two logic languages for encoding in a synthetic way com-
plex Bayesian networks. They are both very much related to PRM. Differently
from PRM they offer some of the advantages of logic programming: the combi-
nation of function symbols and recursion, non-determinism and the applicability
of ILP techniques for learning. LPADs offer as well this features. Moreover, with
LPADs partial decision tables can be encoded.

Stochastic Logic Programs (SLPs) [3,13] are another formalism integrating
logic and probability. In [21] the authors have shown that a SLP can be translated
in LPAD, while whether the opposite is possible is not known yet. Therefore, it
is not clear at the moment whether the techniques used for learning SLPs can
be used for learning LPADs.

PRISM [19] is a logic programming language in which a program is composed
of a set of facts and a set of rules such that no atom in the set of facts appears in
the head of a rule. In a PRISM program, each atom is seen as a random variable
taking value true or false. A probability distribution for the atoms appearing
in the head of rules is inferred from a given probability distribution for the set
of facts. PRISM differs from LPADs because PRISM assigns a probability dis-
tribution to ground facts while LPADs assign a probability distribution to the
literals in the head of rules. PRISM programs resemble programs of ICL, in the
sense that PRISM facts can be seen as ICL abducibles. In [19] the author also
proposes an algorithm for learning the parameters of the probability distribution



of facts from a given probability distribution for the observable atoms (atoms
in the head of rules). However, no algorithm for learning the rules of a PRISM
program has been defined. Inferring the parameters of the distribution is per-
formed in LLPAD analytically by means of theorem 1 rather than by means of
the EM algorithm as in PRISM.

We have already observed that a large class of LPADs is equivalent to ICL,
namely the class of acyclic LPADs. Another formalism very related to ICL and
LPADs is Probabilistic Disjunctive Logic Programs (PDLP) [16]. PDLP are not
required to be acyclic and therefore all LPADs can be translated into PDLP and
all PDLP can be translated into an LPAD. However, it remains to be checked
whether the transformation preserves the semantics. Moreover, in [16] the author
does not propose an algorithm for learning PDLP.

6 Conclusion and Future Works

We have defined a problem of learning LPADs and an algorithm that is able
to solve it by means of learning from interpretations and constraint solving
techniques. The algorithm has been implemented in Sicstus Prolog 3.9.0 and is
available on request from the author.

In the future we plan to adopt more sofisticated language bias, for example
the DLAB formalism or the mode predicates of Progol and Aleph. Moreover,
we plan to use extra information in order to be able to select among the set of
learned clauses. An example of this extra information is negative interpretations,
i.e., interpretations where the clauses have to be false.
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